
Journal of Computational Physics 487 (2023) 112148
Contents lists available at ScienceDirect

Journal of Computational Physics

journal homepage: www.elsevier.com/locate/jcp

The immersed boundary method: A SIMPLE approach

Kirill Goncharuk, Oz Oshri, Yuri Feldman ∗

Department of Mechanical Engineering, Ben-Gurion University of the Negev, P.O. Box 653, Beer-Sheva 84105, Israel

a r t i c l e i n f o a b s t r a c t

Article history:
Received 8 September 2022
Received in revised form 29 January 2023
Accepted 11 April 2023
Available online 18 April 2023

Keywords:
Implicit immersed boundary method
Distributed Lagrange multiplier
Schur complement

A novel formulation of the direct forcing immersed boundary (IB) method, that treats it as 
an integral part of a SIMPLE method is presented for the simulation of incompressible 
flows. The incompressibility and no-slip kinematic constraints are treated implicitly as 
distributed Lagrange multipliers and are fully coupled with each other by combining 
them into a single Poisson-body forces system of equations that constitutes a regularized 
saddle point problem. A physically justified approximation of the system, resembling a 
technique typical of the penalty method, is carried out to facilitate the solution. By 
utilizing the Schur complement approach, the approximated system is decomposed into 
two separate systems of equations, allowing us to compute the values for the volumetric 
force and pressure corrections. The first system, which is characterized by a small (only 
O (10)) value of the condition number, is conveniently solved by the BiCgStab method [1], 
converging within 2-3 iterations, while the second system is addressed by the direct TPF 
solver [2], characterized by O (N4/3) complexity. The entire methodology is designed to 
be highly portable, which facilitates the use of any available solver that was designed to 
simulate incompressible flows governed by the Helmholtz and Laplace operators but could 
not benefit from the immersed boundary formalism. The capabilities of the developed 
methodology applied to the simulation of representative shear- and buoyancy-driven 
confined flows developing in the presence of stationary immersed bodies are demonstrated. 
A further application of the developed approach to moving boundary and two-way coupled 
fluid-structure interaction problems is discussed.

© 2023 Elsevier Inc. All rights reserved.

1. Introduction

The immersed boundary (IB) method, initially introduced by Peskin [3] about half a century ago, may perhaps be re-
garded as the start of the rapidly growing field of computational science that facilitates the numerical simulation of a wide 
range of physical phenomena, including thermally driven flows, flows developing around solid bodies (either stationary or 
moving with prescribed kinematics), flows around elastic bodies and within elastic confinements, particulate flows, and 
two-phase flows, to name but a few. A full list of the application areas of the IB method is far more extensive, and thus, 
rather than enumerating them, we refer the interested reader to a number of recent review papers [4–7]. Over the years, 
the IB method has evolved into a number of branches, which can be classified into ghost-cell [8,9], cut-cell [10], sharp 
interface [11], cut-stencil [12], iso-geometric [13] IB methods, as well as the recently developed shifted boundary method 
[14,15].
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While some of the above branches resemble the original IB method only vaguely (if at all), in the current paper we focus 
on the family of IB methods based on the same concepts as those elaborated in the study of [3]. The method, originally 
designed for the simulation of the fluid-structure interactions (FSI), is based on a number of fundamental concepts. First, two 
separate grids are defined—a Lagrangian grid for the body surface and a Eulerian grid for the surrounding fluid. Second, the 
impact of the body on the surrounding flow is reflected by the dynamical response of the body surface obtained by applying 
constitutive laws, for example, linear springs connecting the Lagrangian points of the surface. As a result, the surface of an 
immersed body exerts forces on the surrounding fluid, constituting dynamic constraints on the flow. To impose the same 
velocity on the solid boundary and the fluid adjacent to it, the kinematic constraint of no-slip should be imposed on the 
surface of the immersed body. Third, as the two grids are not necessarily superimposable, two adjoint operators, namely, 
the interpolation and the regularization operators, are introduced to convey information on the dynamic and kinematic 
constraints between the two grids. Both operators are implemented by utilizing discrete Dirac delta functions that satisfy 
a number of properties so as to provide conservation of the fluid dynamics laws [16]. Finally, the flow field is resolved 
outside and within the body, although for most configurations flow within the body is considered nonphysical. Again, we 
refer the interested reader to the excellent review of Mittal and Iaccarino [17], which provides a comprehensive picture of 
the developments in the field.

Unfortunately, the original IB method [3] cannot be straightforwardly applied to the simulation of the flow around rigid 
non-deformable immersed bodies. Simply assigning large enough values to the stiffness coefficients of the linear springs 
connecting the Lagrangian points of the body surface significantly increases the stiffness of the problem, leading to con-
vergence problems and to inaccurate results. The remedy derives from the direct forcing approach, initially introduced by 
Mohd-Yusof and co-authors [18,19], that allows the kinematic constraint of no-slip to be directly imposed on the immersed 
boundary without making any assumptions about the dynamics of the system. We note that the earlier versions of the 
direct forcing approach had relied mostly on the explicit calculation of the forces exerted by the immersed body on the 
surrounding flow, as this approach requires the introduction of only minimal changes into the solvers of Navier-Stokes (NS) 
equations. Conceptually, the explicit formulation required applying the available solvers, which were not originally equipped 
with the IB functionality, in a predictor–corrector manner. The drawbacks of this approach derive from three main factors, 
namely, the need to proceed in very small time steps to avoid nonphysical flow leaks through the surface of the immersed 
body, the imposition of the no-slip constraint on the predicted, rather than on the corrected, flow field, and, most impor-
tantly, the very fact of violating the elliptic physics of the NS equations. In the original explicit formulation, each force is 
calculated locally for each Lagrangian point. As a result, the force value is not immediately affected by far distant velocities 
and, in turn, cannot affect the balance of momentum in far distant locations of the computational domain. The problem 
becomes critical for unsteady flows characterized by low, O (102) and moderate O (103) values of the Reynolds number and 
also in the simulation of dense particulate flows characterized by a large number of collisions between particles taking place 
in a short period of time.

To address the challenges posed by the explicit formulation of the direct forcing approach, research dedicated to devel-
oping its semi- or fully implicit counterparts has been conducted in recent decades. Worth mentioning in this context is 
the study of Wu and Shu [20], who developed an implicit IB formulation incorporated within the lattice-Boltzmann (LB) 
method. The authors successfully addressed the elliptic physics of the NS equations by coupling all the Lagrangian forces. 
At the same time, the calculation of the forces was based entirely on the predicted value of the velocity. In contrast, Taira 
and Colonius [21] developed a fully implicit IB method. The key idea was to formulate a saddle point problem in which the 
velocity field is coupled to both the pressure and the Lagrangian forces fields constituting distributed Lagrange multipliers 
(DLMs) to simultaneously impose incompressibility and no-slip constraints. The system was solved by applying the projec-
tion method. That study was then paired with the lattice Green’s function to efficiently simulate external flows [22], and 
more recently it was extended to simulate FSI flows [23]. A similar saddle point formulation was also used for simulating 
flows around rigid bodies [24–27] and two-phase flows [28,29] and for addressing the FSI configurations of thick deformable 
bodies [30]. A slightly different semi-implicit formulation coupling Lagrangian forces and heat fluxes with a predicted (i.e. 
non-divergence free) velocity field was proposed in [31], and subsequently it was used for the investigation of 3D moving 
boundary flows [32] and natural convection confined flows developing around hot and cold cylinders [33,34].

The current study aims at extending the toolbox of available numerical IB frameworks by providing an alternative way 
of fully coupling between the flow properties and the Lagrangian forces introduced to impose the kinematic constraints 
of no-slip on the surface of an immersed body. The novel IB formulation described herein shares ideas with the study 
of Taira and Colonius [21] but at the same time gives a new perspective for the coupling of DLMs and primitive flow 
variables by adopting the well-known SIMPLE approach of Patankar and Spalding [35]. The key idea is to regard the entire 
IB method as a SIMPLE approach by coupling between the corrections of pressure, velocity and the Lagrangian forces and 
then utilizing them for imposing both incompressibility and no-slip constraints. As a novel aspect, the developed formulation 
is reduced to the solution of a Poisson-body forces system of equations constituting a regularized saddle point, that can be 
conveniently transformed into equivalent positive definite system [36]. We then propose a physically justified approximation 
of the system allowing for immense decrease in memory consumption compared to the previously developed numerical 
methodologies [31,32]. Additionally, we put an emphasis on the portability of the developed methodology to provide its 
convenient embedding into any available solvers of the Laplace and Helmholtz equations. A comprehensive verification 
study was next performed by applying the developed method to the simulation of representative 2D and 3D steady and 
supercritical flows. The study is summarized by presenting the efficiency characteristics of the developed methodology and 
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discussing the steps to be taken for further adapting it for the simulation of moving boundary and two-way coupled FSI 
configurations.

2. Theoretical background

2.1. Governing non-dimensional equations

We start with a brief formulation of the NS equations governing the incompressible shear- and thermally driven flows 
considered in the current study. According to the formalism of the IB method, additional volumetric body forces and heat 
fluxes are introduced into the momentum and energy equations, respectively, constituting the dynamic conditions imposed 
by the immersed body on the surrounding flow. The equations governing the kinematic constraints of no-slip and a pre-
scribed temperature are then formulated on the surface of the immersed body to achieve closure of the overall system. In 
summary, the incompressible isothermal shear-driven flow is governed by a system of continuity and NS Eqs. (1):

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∇·u = 0,

∂u

∂t
+ (u·∇)u = −∇p + 1

Re
∇2u + f ,

us = U �,

(1)

the non-isothermal natural convection flow is governed by a system of continuity, NS and energy Eqs. (2):

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∇·u = 0,

∂u
∂t + (u·∇)u = −∇p +

√
Pr
Ra ∇2u + θ�ez + f ,

∂θ
∂t + (u·∇)θ = 1√

PrRa
∇2θ + q,

us = U �, θs = θ�,

(2)

and the non-isothermal forced convection flow is governed by a system of continuity, NS and energy Eqs. (3):

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∇·u = 0,
∂u
∂t + (u·∇)u = −∇p + 1

Re ∇2u + Ra
PrRe2 θ�ez + f ,

∂θ
∂t + (u·∇)θ = 1

PrRe ∇2θ + q,

us = U �, θs = θ�.

(3)

The unknown functions introduced into the system of Eqs. (1) are the non-dimensional velocity vector field u = (u, v, w), 
the pressure field p, and the volumetric force field f exerted by the immersed body on the surrounding flow. us corresponds 
to the values of the velocity components interpolated from the surrounding field u to the surface of the immersed body, U�

is the value of the prescribed non-dimensional velocity of the surface of the immersed body, and t is non-dimensional time. 
Note that for the rigid stationary immersed bodies considered in the current study, U� = 0 on the entire surface of the body. 
Compared to the system of Eqs. (1), the system of Eqs. (2)-(3) include additional unknown functions θ and q corresponding 
to the non-dimensional temperature and volumetric heat flux, respectively. �ez is a unit vector in the vertical (z) direction. 
The source term θ�ez appearing in the right-hand side (RHS) of the momentum equation of both systems reflects the effects 
of buoyancy, as follows from the Boussinesq approximation; θs corresponds to the temperature values interpolated from the 
surrounding field θ to the surface of the immersed body; and θ� is the value of the prescribed non-dimensional temperature 
of the surface of the immersed body.

The normalized system of Eqs. (1) is governed by a single non-dimensional parameter, namely, the Reynolds number, 
Re = LU0/ν (where ν is the liquid kinematic viscosity), resulting from utilizing L, U0, L/U0, ρU0

2, and ρU0
2/L scales for 

normalizing the length, velocity, time, pressure and force density, respectively. The normalized system of Eqs. (2) is governed 
by two non-dimensional parameters, namely, the Rayleigh number, Ra = gβ

να 	T L3 (where g is the gravitational acceleration, 
β is the liquid coefficient of thermal expansion, 	T is the temperature difference between the maximal and the minimal 
temperatures of the liquid, and α is the liquid thermal diffusivity) and the Prandtl number, Pr = ν/α, where both numbers 
are obtained by utilizing L, 

√
gβL	T , L/U , ρU 2, ρU 2/L and ρC p	T /(L/U ) (where C p is the liquid specific heat capacity) 

scales for normalizing the length, velocity, time, pressure, and force and heat flux densities, respectively. The normalized 
system of Eqs. (3) is governed by three non-dimensional parameters, namely, the Reynolds number Re, the Prandtl number 
Pr, and the Rayleigh number Ra, as defined above, which were obtained by utilizing L, U0, L/U0, ρU0

2, ρU0
2/L, and 

ρC p	T /(L/U0) scales for normalizing the length, velocity, time, pressure, and force and heat flux densities, respectively. 
For all the simulations presented in this study, a constant value of Pr = 0.7, corresponding to air, was used.
3
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2.2. Immersed boundary functionality built into the SIMPLE approach

The numerical solution of any system governed by incompressible continuity and NS equations begins with choosing 
a strategy for pressure-velocity coupling and with the temporal and spatial discretization of the corresponding differential 
operators. Systems incorporating the IB method functionality must also be provided with ways to calculate additional vol-
umetric body forces and heat fluxes. We first give all the details of the steps taken to solve the system of Eqs. (1) and 
then continue the discussion by pointing out what needs to be done to extend the developed methodology for solving the 
systems of Eqs. (2) and (3).

The SIMPLE algorithm [35] (see also Appendix A for a brief description of the SIMPLE algorithm) was used for pressure-
velocity coupling and was extended further with a built-in IB method functionality, leading to reformulating the momentum 
and kinematic constraint equations as:

3u∗ − 4un + un−1

2	t
= −∇pn + 1

Re
∇2u∗ + R[F n] − (u · ∇u)n, (4)

3u ′

2	t
= −∇p ′ + R[F ′], (5)

I [un+1] = U �, (6)

where the standard second-order finite volume method [37] and the second-order backward finite difference were utilized 
for the spatial and temporal discretizations, respectively, and u′ , p′ and F ′ correspond to corrections of the velocity, pres-
sure, and volumetric force fields, respectively. Compared to the original SIMPLE algorithm [35], the current formulation is 
extended by the R[F n] and R[F ′] terms now included in the R H S of Eq. (4) and Eq. (5), respectively, and by introducing 
an additional equation, Eq. (6), constituting a kinematic no-slip constraint on the surface of the immersed body. In this 
extended formulation, R and I correspond to two adjoint operators, namely, the regularization and interpolation operators, 
introduced to exchange information between the Lagrangian grid (given by a series of Lagrangian points, determining the 
surface of the immersed body) and the underlying Eulerian grid (typically constituting a uniform structured grid), on which 
the solution of discretized Eqs. (4) – (6) is obtained. The formal definition of the R and I operators smearing the Lagrangian 
forces over the underlying Eulerian grid and interpolating velocity components from the Eulerian grid to the Lagrangian 
points of the immersed body can vary, depending on the specific configuration. We determine the R and I operators by 
utilizing the discrete Dirac delta functions introduced in [16], as detailed in Appendix B.

Similarly to the original SIMPLE algorithm, u∗ is the predicted velocity field obtained by the solution of Eq. (4) utilizing 
the pressure and volumetric force fields taken from the previous time step. For this reason, the predicted velocity field is 
non-solenoidal and also does not satisfy the kinematic constraint of no-slip on the surface of the immersed body, so that to 
proceed to the next time step all the flow fields should be corrected as un+1 = u∗ + u′ , pn+1 = pn + p′ , and F n+1 = F n + F ′
to satisfy the fully constrained system of continuity and NS equations. The standard step of the original SIMPLE algorithm 
[35] is then replaced to convert the continuity equation into an equation for pressure and Lagrangian forces corrections. By 
taking the divergence of both sides of Eq. (5) and by using ∇ · un+1 = 0, we obtain:

−∇2 p′ + ∇ · (R[F ′]) = − 3

2	t
∇ · u∗. (7)

Eq. (7), obtained in this way, constitutes a modified Poisson equation, which is unclosed, since it contains both p′ and F ′ as 
unknown fields. Closure is achieved by combining it with the kinematic constraint of no-slip, formulated by Eq. (6), which 
now requires us to express un+1 in terms of p′ and F ′ . The procedure is performed in two steps. In the first step, Eq. (5) is 
rewritten to express the velocity correction field as:

u ′ = −2

3
	t

(∇p′ − R[F ′]) . (8)

In the second step, we exploit the linearity of the interpolation operator I (see Appendix B) with respect to the interpolated 
fields, so that I [un+1] = I [u∗] + I [u′] and I

[−∇p′ + R[F ′]] = −I [∇p′] + IR[F ′]. We then reformulate Eq. (6) as:

−I [∇p′] + IR[F ′] = 3

2

U � − I [u∗]
	t

. (9)

Finally, the closed Poisson-body forces system of equations is formulated, and is written in block-matrix form as:[−∇2( ) ∇ · (R[ ])
I [∇( )] −IR[ ]

][
p′
F ′

]
=

[
− 3

2	t ∇ · u∗
3
2

I [u∗]−U �

	t

]
. (10)

The sequence of operations of the developed algorithm, in order of their execution, is summarized in Table 1.
Note, it is assumed that a single correction of the predicted pn , un , and Fn fields at time step n is sufficient to obtain 

the divergence-free velocity field un+1 and the converged values of both the pressure field pn+1 and the Lagrangian forces 
4
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Table 1
Sequence of operations for proceeding by a single time step.

1. Guess or take from the previous time steps pn , un,n−1, and F n .
2. Solve the momentum Eq. (4) to obtain u∗ .
3. Solve the system of Eqs. (10) to simultaneously obtain p′ and F ′ fields.
4. Calculate u′ by using Eq. (8).
5. Proceed to the next time step by assigning pn+1 = pn + p′ , un+1 = un + u′ , F n+1 = F n + F ′ .

Fn+1, as follows from Step 5 of the developed algorithm (see Table 1). This assumption is reasonable for sufficiently small 
time steps 	t ∼ O (10−3), and initial conditions for the pressure and the velocity fields that would satisfy the momentum 
and the continuity equations (e.g., assigning zero values to all the flow fields). In fact, for all the configurations analyzed 
in the current study, the maximum value of ∇ · un+1 was less than 10−13, while the kinematic constraint of no-slip was 
met up to the value1 of 10−6 immediately after the first correction in any given time step. At the same time for larger 
time steps or for the direct numerical simulation (DNS) of turbulent flows, it may be necessary to introduce underrelaxation 
factors along with internal iterations and to repeat steps 1–5 of the algorithm to meet the divergence-free and kinematic 
constraints of no-slip with the specified accuracy before proceeding to the next time step. For a more explicit discussion 
regarding the limitations that should be imposed on the time step and underrelaxation values to optimize the convergence 
of the SIMPLE-family algorithms, Refs. [38,39] should be consulted. It should also be noted that the currently developed 
methodology allowing us to obtain the pressure and volumetric force corrections in a coupled manner can be adapted with 
reasonable effort to any derivatives of the SIMPLE approach, e.g., the SIMPLEC, SIMPLER or PISO algorithms described in 
[40].

2.3. Solution of the momentum equation

Momentum equation Eq. (4) was solved by a solver based on an algorithm implementing the tensor product factorization 
(TPF) method combined with the Thomas solver [2]. The latter, which is a direct solver, is superior to the commonly used 
iterative BiCgStab [1] algorithm, when used for obtaining the matrix-vector product of the inverse Helmholtz operator; it has 
been extensively verified in our previous studies [41,31,32]. With emphasis on the portability of the developed methodology, 
the solver is utilized in this study in a black-box manner by modifying only the R H S of Eq. (4). In practice, any other solver 
capable of giving the matrix-vector product of the inverse Helmholtz operator (either exact, e.g. [42], or approximate, e.g. 
[43]) can be utilized instead.

2.4. Solution of the Poisson-body forces system

The Poisson-body forces system presented in Eq. (10) is similar to that obtained in the study of [21], in the sense that 
it couples the pressure and the force correction fields, both treated as DLMs to simultaneously satisfy the incompressibility 
and no-slip constraints, respectively. Nonetheless, there is a major difference between the two approaches in that the system 
developed in this study contains an operator IR located in the right bottom corner of the system of Eq. (10) and acting on 
the force corrections F′ . Thus, the current formulation constitutes a regularized saddle point problem, with a convenient 
solution to this problem being the most important contribution of the developed methodology. The role of the IR operator 
will be discussed in detail below (we note here that the presence of this operator significantly facilitates the solution of the 
problem).

We also note that the specific aim of the current study is to address the most challenging configuration arising when 
simulating confined flows. In this case, the Neumann boundary conditions are imposed on the pressure (or pressure correc-
tion) fields at the solid boundaries. As a result, the Poisson-body forces system is, on the one hand, too poorly conditioned 
to be efficiently solved by using Krylov space iterative methods (e.g., BiCgStab [1]), and, on the other hand, too large to be 
handled by a sparse direct solver (e.g., MUMPS [44,45]) for realistic 3D configurations. An additional challenge is that the 
problem is stationary, so that the Tailor series expansion of the inverse Laplacian in 	t , as discussed in [43] for the sim-
ulation of general incompressible flows and further extended in [21] by coupling it with the IB method formalism, cannot 
be directly implemented. The solution to this problem lies in preconditioning the Laplacian with its approximate inverse, as 
was proposed by [43] and successfully implemented by [25]. Recalling, however, that in the framework of the current study 
the focus is on the portability of the developed IB method (i.e., the use of previously developed solvers that do not have the 
immersed boundary capability in a black-box manner), we propose an alternative way of solving the Poisson-body forces 
system of equations based on a physically justified approximation of the matrix-vector product of operator IR.

2.4.1. Approximation of the matrix-vector product of operator IR
The impact of the IR operator can be quantified by obtaining the product of matrix I by matrix R, each containing the 

“weights” determined by the distances between the corresponding locations of the Lagrangian and Eulerian grid points and 

1 Additional details for meeting the kinematic constraint of no-slip are given in section 2.4.2.
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calculated by utilizing the discrete Dirac delta function [16]. Note that despite the fact that I and R operators are adjoint 
to each other, the two matrices are not reciprocal, so their product is not an identity matrix. In reality, however, it would 
be preferable to avoid explicit building and multiplication of the I and R matrices when calculating the product of IR by 
the vector of force corrections F′; such a calculation could be very costly for realistic 3D configurations containing O (105)

or even more Lagrangian points. To develop a formally justified approximation of the above matrix-vector product, we 
next focus on the fact that if the same discrete Dirac delta functions are used in the interpolation I and regularization R
operators, the sum of each row (or each column) of the matrix IR is equal to some constant λ. This property is a direct 
consequence of the so-called “sum of squares rule” imposed by [46] when constructing any discrete Dirac delta function:

�i[φ(r − i)]2 = λ,∀r, (11)

where all the summations are performed for the integers i, such that −∞ < i < +∞ and λ is some constant. The need for 
Eq. (11) arises in situations where a quantity in a specific Lagrangian point is first regularized to the underlying Eulerian 
grid and the resulting field is interpolated back to the same Lagrangian point. The rule grantees that the result is indepen-
dent of the position of the Lagrangian point relative to the Eulerian grid. For the currently used discrete Dirac delta function 
[16], this constant is equal to λ = 0.5.2 Note, too, that the above rule is also preserved when function φ is utilized in 2D
and 3D discrete Dirac delta functions. Therefore, the result of applying the operator IR to any uniform field is the field itself 
multiplied by a factor of 0.5, as follows straight forwardly from Eq. (11). Although the realistic force corrections vector F′
is not uniform, it is still possible to use the above property and to approximate the product IR × F′ based on the following 
observations:

• Compact support of the IR operator. As a result of the compact support of φ (only one and a half grid points in each 
direction), matrices I and R are extremely sparse, with a typical row containing only a few hundred non-zero entries, 
while the dimension of a typical row of the IR matrix is O (105) for realistic 3D configurations. The matrix IR, which 
couples between all the Lagrangian quantities, is also sparse, because only a very narrow neighborhood of the Eulerian 
grid is affected by the regularized Lagrangian quantities that are in close proximity to each other (since R is sparse) 
and, in turn, a very limited number of the Eulerian quantities simultaneously affect the given Lagrangian point by 
interpolation (since I is sparse).

• Smoothing properties of the IR operator. When calculated implicitly, the kinematic constraints suffer from spurious 
oscillations in the volumetric (or surface) forces (or heat fluxes). The observed inaccuracies stem from the ill-posed 
integral equation of the first kind for the surface stresses utilizing discrete smeared Dirac delta functions, as detailed in 
[23]. The same study proposed an efficient technique to filter out high frequencies and to converge the surface stresses 
and forces to physically correct parameters acting on the surface of the immersed body. Remarkably, an effect similar to 
filtering out the high-frequency oscillations can be achieved by applying the product of the IR operator to the vector of 
kinematic constraints. To demonstrate this effect, we analyzed the representative fields of the force density corrections 
F ′

x and F ′
y by taking a snapshot of the flow developing around a cylinder placed within the lid-driven cavity (one 

of the numerical experiments described below) at Re = 100 obtained on 1002 grid with 	x = 	y = 10−2. The fields 
represented by black solid lines in Figs. 1 (a) and (b), suffer from spurious oscillations. In addition to the obtained F ′

x and 
F ′

y distributions, we present their smoothed counterparts (both indicated by solid red lines) obtained by calculating the 
2IR× F ′

x and 2IR× F ′
y products.3 These products determine the actual (physically correct) contribution of the Lagrangian 

quantities to the IR × F′ term, entering Eq. (10), discretized on the Eulerian grid; i.e. due to the inclusion of the IR term 
into the currently developed IB formulation, the field actually contributed by the force density corrections is smooth 
(for sufficiently regular geometries) and can be approximately considered as piece-wise constant in the vicinity of each 
Lagrangian point for a reasonably dense grid resolution.

As follows from the above discussion, the action operator IR is local (i.e., affects only the quantities in a small number 
of neighboring Lagrangian points), and its product by the implicitly obtained field of kinematic constraints containing high-
frequency oscillations can be approximated by replacing the original field with its smoothed counterpart. In practice, this 
allows us to replace the operator IR with a 1

2 I matrix (where I is the identity matrix) by assuming that the values of the 
smoothed Lagrangian quantities located in close proximity are approximately the same. Note that the obtained result can 
be seen as a generalization of the approximation recently proposed in [47,48] for the explicit formulation of the IB method. 
The approximate form of the Poisson-body forces system can thus be written as:

[−∇2( ) ∇ · (R[ ])
I [∇( )] − 1

2 I

][
p′
F ′

]
=

[
− 3

2	t ∇ · u∗
3
2

I[u∗]−U �

	t

]
. (12)

2 See Refs. [46,16] for the full list of rules that should be imposed when constructing discrete Dirac delta function.
3 The results were multiplied by a factor of 2 to make the visual comparisons easier.
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Fig. 1. The force correction density as a function of the angle on the surface of the cylinder immersed within lid-driven cavity flow: (a) in the x direction; (b) 
in the y direction. Black solid lines correspond to the original force correction density values, as obtained from the simulation. Red solid lines correspond 
to a processed force correction density field obtained by doubling the product of the IR operator by the original F ′

x and F ′
y fields. (For interpretation of the 

colors in the figure(s), the reader is referred to the web version of this article.)

Note that the structure of the system of Eqs. (12) is typical of the systems solved by the penalty method. However, un-
like the penalty method, which replaces the solution of an originally constrained problem with a series of solutions of 
unconstrained problems and for which the value of the constant multiplying the identity matrix is not obvious, the system 
of Eq. (12) is constrained, albeit approximated, and the − 1

2 I term has a physical basis. In all numerical experiments per-
formed in the framework of the current study, the solution of both forms of the Poisson-body forces system, i.e., Eq. (10)
and Eq. (12), yielded similar results, although the solution of the approximated system was characterized by much lower 
memory consumption and much faster convergence, as detailed below.

2.4.2. Numerical procedure
An important feature of the developed algorithm is that discretization of both ∇ · (R[ ]) and I[∇( )] operators is imple-

mented implicitly, thereby constituting an additional challenge compared, for example, to implicit implementation of the 
interpolation I and regularization R operators commonly used in previous studies, see e.g. [21,25,31]. Implicit discretization 
of the ∇ · (R[ ]) and I[∇( )] operators can be implemented by using different strategies. The strategy implemented by us 
for simulating a 2D lid-driven cavity flow with an embedded cylinder, as appears in the complementary material, is based 
on the subtraction of two matrices. The key idea is to arrange the force weights contributed by each Lagrangian point into 
a single matrix, the first dimension of which is equal to the total number of Lagrangian points, and the second dimension, 
is equal to the total number of Eulerian cells. The divergence can then be conveniently obtained by subtracting the corre-
sponding rows (in accordance with the global numbering of the velocity field) of the matrices so constructed. Note that the 
above procedure must be repeated for each velocity component. Utilizing the above strategy for a 3D configuration can be 
very costly in terms of memory consumption. The straightforward way to remedy the memory limitation, in this case, is to 
decompose the 3D domain into 2D sections and repeat the procedure described above separately for each section.

For the sake of conciseness, let us now denote the following: the Laplace operator acting on the pressure corrections 
field and taken with a negative sign as −∇2( ) ≡ L; the divergence acting on the force corrections field regularized from the 
surface of the immersed body as ∇ · (R[ ]) ≡ BT ; and the −IR operator acting on the regularized force corrections field and 
its approximation entering Eq. (12) as −IR[ ] ≡ C and − 1

2 I≡ C, respectively. It should be noted that ∇ · (R[ ]) and I[∇( )]
are determined by transpose matrices when the same discrete Dirac delta functions are used by the regularization and 
interpolation operators. By following the above notation, the Poisson-body forces system can be reformulated as:[

L BT

B C

][
p′
F ′

]
=

[
R H S p′
R H SF′

]
. (13)

For 2D configurations, the system of Eqs. (13) can be conveniently solved by utilizing a direct sparse solver, e.g., by 
performing LU decomposition, as demonstrated by the MATLAB script provided in the complementary material. For 3D
configurations, however, the above system is severely ill conditioned, and thus cannot be solved by the direct solver. In-
stead, we utilize a Schur complement approach to decompose the system of Eqs. (13) and to separately calculate the F ′ and 
p′ fields by:{

F ′ = (BL−1BT − C)−1(BL−1 R H S p′ − R H SF′),

p′ = L−1(R H S p′ − BT F ′).
(14)

It should be stressed that there is no need to explicitly calculate an inverse of any matrix at any stage of the solution. In 
fact, BL−1BT is built by solving a Laplace problem for each column of BT and then immediately multiplying matrix B by 
the obtained vector. In this way, the building of intermediate large matrix L−1BT is avoided [31]. Note that this most time-
7
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consuming part of the algorithm can be pre-computed once at the beginning of the simulation.4 This part of the algorithm 
is also “embarrassingly parallel” in the sense that the BL−1BT product can be calculated independently for different columns 
of BT on different servers without the need for the explicit use of MPI, so that the overall process speedup is linear if the 
same hardware is used. Although the resulting small matrix BL−1BT should be collected in a single server at the end of the 
calculation, this procedure is performed only once before the time integration process starts. The products BL−1 R H S p′ and 
L−1(R H S p′ −BT F ′) are again calculated by solving the Laplace problem and by utilizing sparse matrix-vector multiplications, 
as detailed in [31,32]. In all the currently performed numerical experiments, the Laplace problem was solved by applying 
the TPF solver5 [2].

We now discuss a strategy for solving a system of equations containing the [(BL−1BT − C)] operator. According to our 
previous experience [31], the matrix [(BL−1BT ] is always full of non-zero entries, the vast majority of which are very small 
(O (10−16) and smaller). Storing all these entries is prohibitively expensive for realistic 3D configurations. For this reason, 
a sparsing threshold was set such that values below it are not stored in the [BL−1BT ] matrix. The value of the sparsing 
threshold can vary for each problem and depends on the specific discrete Dirac delta functions utilized. As a rule of thumb, 
the sparsing threshold should be at least 4–5 orders of magnitude less than the absolute value of the maximal entry of the 
matrix [BL−1BT ]. For a more formal choice of the sparsity threshold value, one should make sure that the error of meeting 
the kinematic constraint of no-slip is less than the discretization error of the currently used method. In fact, in all the 
numerical experiments performed in the current study, the threshold value for the solution of the system of Eq. (14) was 
set to 10−3. For this threshold, the kinematic constraint of no-slip was met up to 10−6 and 10−7 for 	t = 5 × 10−3 and 
	t = 10−3, respectively, so that it is indeed bounded by the discretization error of the currently utilized second-order (in 
time and in space) finite volume method.

After the matrix [BL−1BT ] has been built, the operator [BL−1BT − C] can be calculated by simply subtracting the two 
matrices. A very important observation here is that a non-zero matrix C allows for stabilization of the above system. Further 
approximation of C as C = − 1

2 I allows to significantly increase the main diagonal of the operator [(BL−1BT − C)], which 
turns it into well-conditioned matrix, characterized by a small (only O (10)) value of the condition number. As a result, the 
system of equations can be conveniently solved by applying the BiCgStab [1] method, which converges in no more than 
3 iterations to the value of l∞ ≤ 10−9 of the infinity norm of the error. Another alternative for the solution of the above 
system is to apply the MUMPS [44,45] direct solver for performing the LU decomposition of the [BL−1BT − C] matrix. The 
LU factors can be then stored on the computer hard disk and read when necessary by employing the MUMPS functionality. 
As a result of the intrinsically sequential nature of the back substitution procedure, as implemented in MUMPS, this strategy 
has been found attractive only for moderate grid resolutions, not exceeding 200 grid points in each direction.

Summarizing the above discussion, we note that the approximation C = − 1
2 I both provided an accurate meeting of all 

no-slip kinematic constraints and resulted in adequate sparsity of both the [BL−1BT − C] matrix and its LU factors. In 
addition, the first equation of the system of Eqs. (14) can be conveniently solved by applying the BiCgStab method, which 
demonstrates rapid convergence when the above approximation of matrix C is utilized. This is in contrast to the exact 
implementation C = IR, which, on the one hand, resulted in very high memory consumption when storing the corresponding 
LU factors required by the direct solver and, on the other hand, suffered from a poor convergence of the iterative solution 
performed by the BiCgStab method.

2.5. Simulation of natural convection flow

In this section, we briefly describe the procedure that must be followed to solve a system of equations Eqs. (2) and 
(3). We detail the steps that must be taken to solve the system of Eqs. (2). The system of Eqs. (3) is solved analogously. 
Following the same procedure as that performed for the NS equations governing isothermal flow (see Eq. (1)), Eqs. (2)
governing natural convection flow may be rewritten in the semi-discrete form as:

3θn+1 − 4θn + θn−1

2	t
= 1√

PrRa
∇2θn+1 + R(Q n+1) − (u · ∇θ)n, (15)

I [θn+1] = �, (16)

3u∗ − 4un + un−1

2	t
= −∇pn +

√
Pr

Ra
∇2u∗ + R[F n] + θn+1�ez − (u · ∇u)n, (17)

3u ′

2	t
= −∇p ′ + R[F ′], (18)

I [un+1] = U �, (19)

where Eqs. (15) and (16) govern for the energy equation and the kinematic constraint of the temperature prescribed on the 
surface of the immersed body, and Eqs. (17)–(19) govern the momentum equation in the SIMPLE [35] formulation and the 

4 The pre-computing can be done for stationary geometries. For moving bodies, different strategies can be adopted, see e.g. [32]).
5 Any other Laplace equation solver (exact or approximate, direct or iterative) can be used instead.
8
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Fig. 2. 2D lid-driven cavity with an embedded cylinder in the center – physical model.

kinematic constraint of no-slip on the surface of the immersed body. Note that utilizing the above temporal discretization 
allows us to decouple the energy and the momentum equations and to solve them separately in each time step. Similarly 
to the isothermal configuration, the standard second-order finite volume method [37] and the second-order backward finite 
difference were utilized for the spatial and temporal discretizations, respectively. Eqs. (15) and (16) can be written in a 
compact block-matrix form as:[

H R
I 0

][
θn+1

Q

]
=

[
R H Sn−1,n

�

]
, (20)

where H = ( 3
2	t (θ

n+1) − 1√
PrRa

∇2(θn+1)) is the Helmholtz operator. The saddle node problem governed by Eq. (20) is then 
solved by applying Schur complement decomposition, leading to:{

Q = [IH−1R]−1[IH−1RHSn−1,n − �],
θ = H−1[RHSn−1,n − R[Q ]]. (21)

As described above, the TPF method combined with the Thomas solver [2] is utilized for obtaining all the required matrix-
vector products of the inverse Helmholtz operator and for pre-computing the [IH−1R] matrix. In this case, the sparsing 
threshold was set to 10−10 when filling the [IH−1R] matrix. In all the currently performed numerical experiments, it was 
verified that the infinity norm of the error obtained when enforcing the kinematic constraint of the temperature prescribed 
on the surface of the immersed body was l∞ ≤ 10−8, which is bounded by the temporal and the spatial discretization errors 
of the applied finite volume method. The subsequent solution steps employed LU factorization of the pre-computed [IH−1R]
matrix, which was performed by utilizing the MUMPS solver. For a more detailed description of all the stages involved in 
solving the system of Eqs. (20), our previous study [31] should be consulted. After the temperature field θn+1 had been 
obtained by the solution of the system of Eqs. (20), it was then used when building the R H S of Eq. (17). In the subsequent 
step, Eqs. (17)–(19) were solved in the same sequence as that used when solving Eqs. (4)–(6), as described above.

3. Results and discussion

3.1. 2D lid-driven cavity with an embedded cylinder

The flow developing within square lid-driven cavity of side L with a cylinder of diameter 0.4L placed in the geometrical 
center of the cavity is examined (see Fig. 2). The top lid of the cavity moves with constant velocity U in the x direction, 
while all other cavity boundaries and the cylinder are stationary. Table 2 summarizes the verification study of the developed 
2D solver applied to the simulation of lid-driven cavity flow (without an embedded cylinder) at Re = 1000. The obtained 
flow characteristics are compared with the data available in the literature. The criterion for reaching the steady-state solution 
was l∞ ≤ 10−5 of the infinity norm calculated for the relative deviation between two consecutive time steps for all the flow 
variables. It can be seen that the obtained values of the maximal and minimal velocities and their spatial locations are in 
excellent agreement with the independent results, which successfully verifies the developed 2D solver.

We next present the results of the grid independence study for the lid-driven cavity with an embedded cylinder of 
diameter 0.4L placed in the cavity center. The simulations were performed for three different Re values on three different 
9
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Table 2
Comparison of the flow characteristics obtained for the flow within 2D lid-driven cavity, Re =
1000.

Grid umin ymin vmax xmax vmin xmin

Ref. [49] 1282 -0.3653 0.1744 0.3547 0.1506 -0.4824 0.9037
Ref. [50] 1292 -0.3829 0.1719 0.3710 0.1563 -0.5155 0.9063
Ref. [51] 2562 -0.3883 0.1698 0.3768 0.1564 -0.5270 0.9088
Current study 5122 -0.3865 0.1719 0.3749 0.1582 -0.5247 0.9082

Table 3
Results of a grid independence study performed for 2D lid driven-cavity flow with a cylinder of diameter 
D = 0.4 embedded in the center at three different Re values.

Re=1000 Re=5000 Re=8000

Grid umin vmin vmax umin vmin vmax umin vmin vmax

1282 -0.3382 -0.4568 0.3253 -0.4057 -0.5142 0.3913 -0.4017 -0.5002 0.3920
2562 -0.3434 -0.4638 0.3297 -0.4290 -0.5426 0.4125 -0.4358 -0.5435 0.4238
5122 -0.3448 -0.4651 0.3309 -0.4357 -0.5508 0.4189 -0.4469 -0.5570 0.4336

Table 4
Comparison of the oscillation frequencies f obtained for dif-
ferent Re values.

Re = 8600 Re = 8700 Re = 8800

Current 0.491 0.489 0.489
Ref. [51] 0.519 0.519 0.519
Rel. Dev. [%] 5.395 5.780 5.780

grids, with grid resolution being doubled each time. It can be seen that the relative deviations between the corresponding 
extreme values of all the velocity components obtained on 2562 and 5122 grids do not exceed 0.5%, 1.5% and 2.5% for the 
values of Re = 1000, 5000, and 8000, respectively, which successfully verifies the grid independence of the results obtained 
on both grids. See Table 3.

Based on the above analysis, all the time consuming simulations of supercritical flow regimes were performed on a 
uniform 2562 grid, while less time consuming simulations of steady state flows, were conducted on a 5122 grid.

To prevent ill-conditioning, the space between the Lagrangian points on the cylinder surface was almost the same (to 
within 5%) as that of the Eulerian grid. The obtained characteristics of the steady-state flow are presented in Fig. 3 in terms 
of streamlines and contours of the velocity magnitude for the values of Re = 100, 500, 1000, 5000 and 8000. Both flow 
characteristics are similar qualitatively and quantitatively to the corresponding data reported in Refs. [51,52].

Thereafter, we calculated the vorticity fields ω = ∇ × u for Re = 1000, 5000 and 8000. Those vorticity fields, presented 
in Fig. 4, are in good qualitative agreement with the corresponding data reported in [51,53]. We confirmed the presence of 
a number of secondary eddies at the top left corner and both bottom corners of the cavity. Unfortunately, it was impossible 
to conduct a quantitative comparison of extreme vorticity values, since the data presented in [51] is not grid independent. 
In addition, we performed a quantitative comparison between the values of the ux and u y velocity components along 
the vertical and horizontal centerlines of the cavity, respectively, as obtained in this study for the value of Re = 1000, 
and the corresponding values reported in [52,54], which were acquired by photogrammetry. The data shown in Fig. 5
shows excellent agreement between our results and the independent results of both studies. The work performed in this 
section is summarized by comparison between our results and the independent results obtained in Ref. [51] for supercritical 
flow regimes. Fig. 6 presents the time evolutions of the ux velocity component and the corresponding frequency spectra 
measured at the control point (0.9,0.1) for the values of Re = 8600, 8700, and 8800. The supercritical flow is governed 
by single oscillating harmonics, indicating that the flow undergoes Hopf bifurcation during the transition from subcritical 
to supercritical flow regimes. The multipliers of the main harmonics, resulting from the non-linearity of the supercritical 
flow, are clearly recognizable. Remarkably, there was a small decrease in the oscillating frequency value when moving from 
Re = 8600 to Re = 8700. A further increase to Re = 8800 did not result in any variation of the oscillating frequency value of 
the main harmonics. Surprisingly, there were large differences between our results and the values of the ux signals acquired 
at the control point (0.9,0.1) reported in [51]. Despite this unexplained observation, acceptable agreement (no more than 
6% discrepancy) was obtained between the two sets of results with respect to the frequency spectra values (see Table 4), as 
expected for slightly supercritical flows; this agreement successfully verifies the developed solver.

3.2. 2D laminar mixed convection flow in a lid-driven cavity with an embedded cylinder

Mixed convection flow in a square lid-driven cavity of side L with an embedded circular cylinder of diameter 0.4L placed 
in the center of the cavity is considered (see Fig. 7). The top lid of the cavity moves with a constant horizontal velocity 
10
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Fig. 3. Streamlines and contours of the velocity magnitude obtained for five different Re values, Re = 100,500,1000,5000,8000.

Fig. 4. Vorticity contours obtained for three different Re values.

U , while all other walls are stationary. In addition, the bottom and the top walls of the cavity are held at constant hot 
θH and cold θC temperatures, respectively, while both vertical walls are thermally insulated. Gravity acts in the negative 
direction of the y axis. The cylinder surface is either held at constant cold temperature θC or thermally insulated. Starting 
with performing a grid independence study, we conducted the simulations on 502, 1002 and 2002 grids for the isothermal 
cold cylinder. The grid convergence of the results was verified in terms of comparison of the values of the Nu number 
averaged over the surface of the cylinder, as presented in Table 5. The results were obtained for four different values of the 
Richardson, Ri = Ra/PrRe2, number, Ri = 0.01, 1, 5, and 10. It can be seen that the maximal deviation of the Nu values 
obtained on 1002 and 2002 grids does not exceed 0.4%, which successfully verifies the grid independence of the results. 
Therefore, all the results presented in this section for a cylinder with an isothermal surface were obtained on a 2002 grid. 
For the adiabatic cylinder configuration, whose simulation requires an explicit calculation of the temperature gradient on the 
surface of the cylinder [55], we used even denser 3002 grids. The contours of the temperature obtained for the isothermal 
11
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Fig. 5. Velocity components measured along the cavity centerlines, Re = 1000: (a) ux velocity component measured along the vertical centerline; (b) u y

velocity component measured along the horizontal centerline. Solid line corresponds to the currently obtained data, ◦ symbols correspond to the data 
reported in [52], and + symbols correspond to the data reported in [54].

Table 5
Results of the grid independence study.

Nu

Ri/Grid 502 1002 2002

0.01 2.9251 2.9340 2.9381
1 3.4707 3.4920 3.5026
5 4.7184 4.7099 4.7061
10 5.0906 5.0688 5.0641

Table 6
Comparison between the Nu values averaged over the lower surface of a lid driven 
cavity calculated for Re = 100.

Nu

Ri Isothermal Isothermal, Ref. [56] Adiabatic Adiabatic, Ref. [56]

0.01 2.9381 2.92 2.2650 2.24
1 3.5026 3.5 3.3669 3.33
5 4.7061 4.69 4.0988 4.06
10 5.0641 5.04 4.4866 4.50

and the adiabatic cylinders presented in Figs. 8 and 9, respectively, are in good qualitative agreement with the data available 
in the literature [56] for the entire range of the Richardson numbers. As expected, the configuration with adiabatic cylinder 
is characterized by a more uniform temperature distribution over the cavity compared to that with the isothermal cold 
cylinder. A quantitative comparison between the currently obtained and the independent [56] Nu values averaged over the 
lower surface of a lid-driven cavity is summarized in Table 6. The results demonstrate a high degree of agreement for both 
isothermal and adiabatic cylinders for the entire range of Ri numbers, with a maximum deviation of 1.3%.

In what follows, we focus on the local flow characteristics obtained for a lid-driven cavity with an embedded adiabatic 
cylinder. A comparison between the currently obtained and the independent values of the local Nu values calculated along 
the bottom wall of the cavity and the temperature values measured on the cylinder surface for three different Ri values is 
presented in Figs. 10 (a) and (b), respectively. The results are in acceptable qualitative agreement with the corresponding 
independent data and successfully capture the trends of the heat flux enhancement through the right half of the cavity 
bottom over the entire range of Ri values (see Fig. 10 (a)) as well as the temperature distribution polarization along the 
cylinder surface as the Ri number decreases (see Fig. 10 (b)).

3.3. 3D lid-driven cavity with an embedded sphere

In this and the following sections we present the 3D results obtained when analyzing shear- and thermally driven 
confined flows around immersed bodies of spherical shape. To achieve the best accuracy of the IB method, all the spheres 
were built of equispaced Lagrangian points characterized by a distance equal to that of the grid size of the corresponding 
12
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Fig. 6. Time evolution and spectra of the ux velocity component measured at the control point (0.9, 0.1) for different Re values.

Eulerian grid. The mapping of the spherical surfaces was implemented by utilizing the non-iterative method of Leopardi 
[59]. The flow within a cubic lid-driven cavity of side L with a sphere of diameter αL placed in the geometric center of the 
cavity was investigated (see Fig. 11). The top lid of the cavity moves with a constant velocity U in the x direction, while all 
the other boundaries and the sphere are stationary. All the simulations were performed on a 2003 grid.

3.3.1. Sphere of diameter 0.25L
To ensure the accuracy of our results, we performed a grid independence study for the flow within the given configura-

tion. We conducted simulations on grids of sizes 1003, 1503, and 2003 at Reynolds numbers of 1, 100, and 400. The values 
of the ux and u y velocity components along the vertical and horizontal centerlines are presented in Table 7. Our analysis 
showed that the velocities obtained on the 1503 and 2003 grids were in agreement, to within 3 decimal digits, for most 
points, with maximum relative deviations of 2.5% occurring in regions of low velocity. These results demonstrate the grid 
independence of the obtained results, and we therefore conducted all further analysis using a 2003 grid.

The contours of the ux velocity component in the mid-cross section of the cavity for three different Re numbers are 
presented in Fig. 12. It may be seen that the distribution of the ux velocity component maintains symmetry about the 
vertical centerline for all Re values. As expected, the velocity gradients increase in the vicinity of the moving lid as the Re
13



Fig. 7. Laminar mixed convection flow in a lid driven cavity with an embedded cylinder – physical model.

Fig. 8. Temperature distribution obtained for the isothermal cylinder.

Fig. 9. Temperature distribution obtained for the adiabatic cylinder.

values increase. These contours are in good qualitative agreement with the data reported in reference [60]. Table 8 presents 
a quantitative comparison of the values of ux and uz obtained along the vertical and horizontal centerlines, respectively, 
for three different values of Re = 1, 100, and 400 with the corresponding data reported in [60], which was acquired by 
photogrammetry. It can be seen that for the vast majority of measurements the results are in good agreement, with a 
maximal relative deviation of 6%. For a small number of control points, characterized by a close-to-zero value of uz , the 
relative deviation between the corresponding values is close to 10%.

3.3.2. Sphere of diameter 0.4L
The steady state and supercritical flows were then investigated for the 3D lid-driven cavity flow in a cube with a 

sphere of diameter 0.4L placed in the center of the cube. The steady-state flow was simulated for Re = 100, 400, 1000 and 
1500 values. The obtained flow characteristics are presented in Fig. 13 in terms of the iso-contours of the ux , u y and uz
velocity components in the mid-cross-section of the cavity for the values of Re = 100, 400 and 1000. The calculated iso-
K. Goncharuk, O. Oshri and Y. Feldman Journal of Computational Physics 487 (2023) 112148
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Fig. 10. Comparison of the local Nu and the temperature values along the surface of adiabatic cylinder placed in the center of a lid-driven cavity obtained 
for three different Richardson numbers Ri = 0.01, Ri = 1 and Ri = 10. Dashed, dotted and solid lines correspond to the currently obtained data, � symbols 
correspond to the data reported in [56] ◦ symbols correspond to the data reported in [57], and � symbols correspond to the data reported in [58].

Fig. 11. Cubic lid-driven cavity with an embedded sphere in the center – physical model.

Fig. 12. Contours of ux for the lid driven cavity flow with an embedded in the center sphere of diameter D = 0.25L.
15
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Table 7
Summary of grid independence study. The data corresponds to the values of ux and uz velocity components collected along the vertical and horizontal 
centerlines, respectively.

Re = 1 Re = 100 Re = 400

z

/
Grid

ux
z

/
Grid

ux
z

/
Grid

ux

1003 1503 2003 1003 1503 2003 1003 1503 2003

0.95195 0.68862 0.68973 0.68966 0.95423 0.65728 0.65821 0.65804 0.95423 0.47726 0.47887 0.49609
0.90160 0.40895 0.41050 0.41049 0.90389 0.35729 0.35845 0.35815 0.90389 0.23154 0.23234 0.23759
0.85355 0.19340 0.19505 0.19508 0.85355 0.15682 0.15802 0.15789 0.85355 0.15959 0.16010 0.16018
0.80320 0.02546 0.02672 0.02666 0.80320 0.03200 0.03318 0.03315 0.80320 0.12652 0.12702 0.12721
0.75057 -0.08568 -0.08551 -0.08581 0.75286 -0.04202 -0.04134 -0.04143 0.75286 0.09885 0.09964 0.10109
0.70023 -0.12603 -0.12825 -0.12912 0.70252 -0.07351 -0.07446 -0.07490 0.70252 0.06920 0.07071 0.07254
0.30206 -0.09859 -0.10144 -0.10209 0.30206 -0.10661 -0.11032 -0.11114 0.30206 -0.16812 -0.17320 -0.17455
0.25172 -0.11808 -0.11924 -0.11953 0.25172 -0.12815 -0.13005 -0.13048 0.25172 -0.21185 -0.21502 -0.21603
0.20366 -0.11799 -0.11825 -0.11831 0.20137 -0.12750 -0.12829 -0.12851 0.19908 -0.21639 -0.21862 -0.21813
0.14874 -0.10383 -0.10357 -0.10357 0.15103 -0.11317 -0.11332 -0.11341 0.15103 -0.18980 -0.19112 -0.19332
0.10069 -0.08148 -0.08109 -0.08106 0.10069 -0.08799 -0.08783 -0.08785 0.10069 -0.14754 -0.14822 -0.14852
0.05263 -0.04934 -0.04902 -0.04900 0.05263 -0.05335 -0.05315 -0.05315 0.05034 -0.08970 -0.08992 -0.08680

Re = 1 Re = 100 Re = 400

x

/
Grid

uz
x

/
Grid

uz
x

/
Grid

uz

1003 1503 2003 1003 1503 2003 1003 1503 2003

0.05721 0.09030 0.09007 0.09016 0.05734 0.08944 0.08938 0.08955 0.05023 0.13483 0.13599 0.13675
0.10755 0.14447 0.14431 0.14440 0.10550 0.13530 0.13536 0.13545 0.10046 0.19602 0.19755 0.19826
0.15789 0.17390 0.17393 0.17406 0.15596 0.16021 0.16042 0.16056 0.14840 0.21368 0.21496 0.21555
0.20824 0.17969 0.18010 0.18027 0.20642 0.16593 0.16644 0.16663 0.20091 0.20982 0.21089 0.21137
0.25858 0.16333 0.16445 0.16476 0.25688 0.15397 0.15516 0.15546 0.24886 0.19194 0.19321 0.19371
0.30892 0.12253 0.12544 0.12612 0.30734 0.11927 0.12226 0.12294 0.29909 0.15367 0.15645 0.15724
0.70709 -0.13910 -0.14129 -0.14170 0.70872 -0.15334 -0.15570 -0.15625 0.70091 -0.06086 -0.06351 -0.06393
0.75744 -0.17145 -0.17234 -0.17255 0.75917 -0.20512 -0.20677 -0.20726 0.75114 -0.17000 -0.17226 -0.17276
0.80778 -0.18095 -0.18129 -0.18141 0.80963 -0.22841 -0.22958 -0.23000 0.80137 -0.28543 -0.28791 -0.28882
0.85812 -0.16777 -0.16781 -0.16790 0.86009 -0.21376 -0.21446 -0.21477 0.84932 -0.35992 -0.36274 -0.36419
0.90389 -0.13477 -0.13459 -0.13466 0.90826 -0.16230 -0.16266 -0.16284 0.90183 -0.32061 -0.32236 -0.32367
0.95652 -0.07144 -0.07132 -0.07127 0.96101 -0.07428 -0.07436 -0.07442 0.94977 -0.16749 -0.16868 -0.16906

contours bear a striking resemblance (both qualitatively and quantitatively) to the corresponding independent data available 
in literature [51]. The same trends were observed with respect to the symmetry preserving of all the velocity components 
relative to the vertical centerline and to the presence of numerous secondary eddies in the bottom region of the cavity. The 
acceptable quantitative agreement between the maximal values of the velocity components obtained in this study and those 
obtained in Ref. [51] as summarized in Table 9, verifies the correctness of our steady-state results.

The characteristics of the supercritical flow developing for the values of Re = 1790, 1810, 1820 and 1850 were then 
compared with the corresponding results reported in [51]. The time evolutions of the vz velocity component collected at the 
control point (0.85, 0.5, 0.5) for all the simulated periodic flows, along with the corresponding frequency spectra, are shown 
in Fig. 14. The main harmonic and its multipliers typical of non-linear supercritical flow regimes can be clearly recognized. 
The values of the obtained main harmonics for all the Re values are close to each other and are in good agreement with 
the corresponding values reported in [51]. The time evolutions of signals obtained in this study are, however, characterized 
by higher amplitudes and a more pronounced impact of the multiplied harmonics—characteristics that were apparently 
under-resolved in [51] as a result of insufficient grid resolution (the calculations were performed on a 803 grid).

The phase plots obtained by plotting the time evolutions of uz versus ux collected at the control point (0.85, 0.5, 0.5) for 
different Re values are shown in Fig. 15. There is good agreement between our data and the corresponding data reported 
in [51] in terms of extreme values of the measured uz and ux velocities for the entire range of Re values. Nonetheless, the 
shape of our phase plot curves is more complicated than that in [51] which, again, is a consequence of the more pronounced 
impact of the multiplied harmonics characterizing our simulated flow fields.

3.4. Diagonally 3D lid-driven cavity with an embedded sphere

We examine the configuration of a cubic diagonally lid-driven cavity of side L in which the lid moves along the main 
diagonal with constant velocity U (cos( π

4 ), sin( π
4 ), 0) and in which a sphere of diameter L/4 is placed in the cavity center 

(see Fig. 16). The diagonally lid-driven cavity has attracted interest due to the complex separation flows developing within 
it, in both the subcritical and supercritical regimes (see e.g. [61], [62]). We currently extend the state of the art on the above 
complex flow by investigating the characteristics of the subcritical flow regime developing within the diagonally lid-driven 
cavity hosting a stationary no-slip sphere at its center. All the simulations were performed on a 2003 grid.
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orted in [60]. The values are compared in terms of relative 

Re = 400

Rel.Dev.[%] Rel.Dev.[%]
ux [60] ux x uz [60] uz

2.672 0.49609 0.05023 2.075 0.13675
0.797 0.23759 0.10046 0.414 0.19826
1.434 0.16018 0.14840 2.976 0.21555
2.533 0.12721 0.20091 2.848 0.21137
1.861 0.10109 0.24886 0.414 0.19371
2.210 0.07254 0.29909 0.417 0.15724
4.300 -0.17455 0.70091 9.094 -0.06293
1.486 -0.21603 0.75114 3.306 -0.17276
0.338 -0.21813 0.80137 0.624 -0.28882
0.616 -0.19332 0.84932 0.095 -0.36419
3.228 -0.14852 0.90183 1.728 -0.32367
2.453 -0.08680 0.94977 3.895 -0.16906

17
Table 8
Comparison between the values of ux and uz velocities currently calculated along the vertical and horizontal centerlines and the corresponding data rep
deviation between the results.

Re = 1 Re = 100

Rel.Dev.[%] Rel.Dev.[%] Rel.Dev.[%] Rel.Dev.[%]
z ux [60] ux x uz [60] uz z ux [60] ux x uz [60] uz z

0.95195 2.117 0.68966 0.05721 1.016 0.09016 0.95423 2.407 0.65804 0.05734 0.345 0.08955 0.95423
0.90160 3.559 0.41049 0.10755 3.004 0.14440 0.90389 2.659 0.35815 0.10550 0.325 0.13545 0.90389
0.85355 4.798 0.18508 0.15789 1.232 0.17406 0.85355 4.126 0.15789 0.15596 1.193 0.16056 0.85355
0.80320 3.826 0.01666 0.20824 2.821 0.18027 0.80320 8.772 0.03015 0.20642 0.250 0.16663 0.80320
0.75057 3.998 -0.08581 0.25858 1.386 0.16476 0.75286 10.702 -0.04143 0.25688 1.380 0.15546 0.75286
0.70023 2.528 -0.12912 0.30892 0.208 0.12612 0.70252 2.010 -0.07490 0.30734 1.346 0.12294 0.70252
0.30206 3.620 -0.10209 0.70709 1.491 -0.14170 0.30206 5.068 -0.11114 0.70872 1.874 -0.15625 0.30206
0.25172 2.359 -0.11953 0.75744 0.537 -0.17255 0.25172 5.078 -0.13048 0.75917 3.943 -0.20726 0.25172
0.20366 2.514 -0.11831 0.80778 0.346 -0.18141 0.20137 3.621 -0.12851 0.80963 1.503 -0.23000 0.19908
0.14874 3.842 -0.10357 0.85812 0.509 -0.16790 0.15103 2.922 -0.11341 0.86009 3.042 -0.21477 0.15103
0.10069 4.454 -0.08106 0.90389 6.537 -0.13466 0.10069 0.794 -0.08785 0.90826 5.849 -0.16284 0.10069
0.05263 7.412 -0.04900 0.95652 10.807 -0.06927 0.05263 3.564 -0.05315 0.96101 4.680 -0.07442 0.05034
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Fig. 13. Iso-contours of the velocity components in a mid cross-section of the cavity obtained for three different Re values.

Table 9
Comparison between extreme values of the velocity components obtained for different Re values.

Re uxmin u ymin u ymax uzmin uzmax

Ref. [51] Current Ref. [51] Current Ref. [51] Current Ref. [51] Current Ref. [51] Current

100 -0.22311 -0.22421 -0.07437 -0.07598 0.07415 0.07603 -0.50933 -0.51036 0.23871 0.34058
400 -0.22724 -0.22795 -0.09827 -0.09699 0.09827 0.09699 -0.62632 -0.63243 0.24277 0.28287
1000 -0.26324 -0.26667 -0.13936 -0.13423 0.13936 0.13423 -0.66759 -0.67588 0.24654 0.24962
1500 -0.28349 -0.28920 -0.18533 0.14843 0.18533 0.14843 -0.66857 -0.69072 0.24565 0.25013
18
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Fig. 14. Time evolution and spectra of the uz velocity component, as measured at control point (0.85, 0.5, 0.5) for different Re values.
19
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Fig. 15. Phase plots of the uz velocity component versus the ux velocity component, as measured at the control point (0.85, 0.5, 0.5) for different Re values.

Fig. 16. Cubic diagonally lid-driven cavity with an embedded sphere in the center – physical model.

The iso-contours of the ud = uxcos( π
4 ) + u y sin( π

4 ) and uz velocity components with superimposed flow pathlines pro-
jected on the main diagonal and horizontal cross-sections are shown in Fig. 17. The steady-state flow was calculated for 
Re = 2800. The steady-state flow preserves the symmetry relatively to the main diagonal plane. Remarkably, in contrast to 
the “classical” lid-driven cavity configuration, embedding the sphere in the center of the cavity suppresses the transition 
to unsteadiness. We note that without the embedded spheres the transition to unsteadiness in “classical” and diagonally 
lid-driven cavities sets in at Re ≈ 1920 and Re ≈ 2300, respectively [63,62,64]; in contrast to the spheres placed in the 
center of the cavities, supercritical flow is already observed at Re = 1810 for the “classical” lid-driven cavity, whereas the 
flow remains steady even at Re = 2800 for the diagonally lid-driven cavity. The observed phenomenon can be explained by 
the fact that in the diagonally lid-driven cavity the embedded sphere splits the primary vortex into two counter-rotating 
vortices. As a result, the interaction between the primary and the secondary vortices, constituting the primary source of 
the instability onset [64], weakens and, consequently, the transition to instability sets in at higher Re values. We conclude 
this section by summarizing in Table 10 the values of all the velocity components along the vertical centerline of the cavity, 
which may be useful for comparison with independently obtained results in the future.

3.5. Hot sphere within a cold cubic container

The natural convection flow developing around a hot sphere of diameter D = 0.4L placed inside a cold cubic container 
of side L (see Fig. 18) is examined. The center of the sphere is placed on the vertical centerline at height H from the 
cavity bottom. The gravity force acts in the −ẑ direction. We now define a normalized distance between the sphere and 
the cubic container centers as κ = (H − 0.5L)/L. To quantify the heat transfer rate from the surface of the hot sphere 
and from the surfaces of the cold cubic cavity, we also define two values of the Nusselt number, Nu = PrRa	xQ and 
NuG = 1

N

∑N
i=1

∂θ
∂n , averaged over the surfaces of the sphere and the cubic container, respectively. Here Q is simply the 

arithmetic mean of all the heat fluxes Q k at each Lagrangian point k of the sphere obtained directly by the solution of 
Eqs. (20), and N corresponds to the total number of thermally non-insulated faces of the cubical container (N = 6 for 
20
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Fig. 17. Characteristics of the steady-state flow typical of a diagonally lid-driven cavity with an embedded sphere obtained for Re = 2800.

the configuration under consideration). The values Nu and NuG calculated for the steady-state natural convection flow 
developing at Ra = 105 and Ra = 106 values and their comparison with the corresponding results available in the literature 
are summarized in Table 11.

As can be seen from the Table 11, there is acceptable agreement (a maximal value of the relative deviation does not 
exceed 9%) between the currently obtained values and the independent data for the entire range of Ra and κ values. 
For additional verification of the conservation of the global heat flux of the system, we compared the values of Nu and 
N/π D2 NuG , corresponding to the average area specific heat fluxes from the surfaces of the hot sphere and the cold cubic 
container, respectively. The relative deviation between the values was less than 0.5% for the entire range of Ra and κ values, 
21



Table 10
Numerical values of all the velocity components obtained along the vertical centerline for different Re values.

z Re = 2400 Re = 2600 Re = 2800

ux, u y uz ux, u y uz ux, u y uz

0.002489 -1.3611E-02 -5.5481E-04 -1.3732E-02 -5.9578E-04 -1.3919E-02 -6.3865E-04
0.061991 -1.0740E-01 -6.7994E-02 -1.0350E-01 -6.9455E-02 -1.0054E-01 -7.0909E-02
0.121493 -1.1728E-01 -1.3213E-01 -1.1542E-01 -1.3371E-01 -1.1363E-01 -1.3460E-01
0.180996 -1.0329E-01 -1.1703E-01 -1.0665E-01 -1.2232E-01 -1.1002E-01 -1.2723E-01
0.240499 -3.8603E-02 -3.5437E-02 -3.9955E-02 -3.7081E-02 -4.1536E-02 -3.8880E-02
0.759502 -8.9426E-02 3.9756E-02 -9.1101E-02 3.2964E-02 -9.1534E-02 2.5465E-02
0.819004 -3.3817E-02 2.7711E-02 -3.6154E-02 2.0284E-02 -3.8896E-02 1.4138E-02
0.878507 2.5904E-02 3.5641E-02 2.0932E-02 2.9248E-02 1.5168E-02 2.3410E-02
0.938009 8.6466E-02 2.9329E-02 8.4158E-02 2.8013E-02 8.1903E-02 2.6226E-02
0.997511 6.5758E-01 2.2253E-04 6.5574E-01 2.2055E-04 6.5399E-01 2.1611E-04

Fig. 18. Hot sphere placed inside a cold cubic container along its vertical centerline – physical model.

Table 11
Comparison between the values obtained in this study and those in the literature for Nu and NuG averaged over the surfaces of a hot sphere and a cold 
cube, respectively. The values are compared in terms of relative deviation between the results.

Nu NuG

Ra = 105 Ra = 106 Ra = 105 Ra = 106

Rel.Dev.[%] Rel.Dev.[%] Rel.Dev.[%] Rel.Dev.[%]
κ Ref. [65] Ref. [41] Ref. [31] Present Ref. [65] Ref. [41] Ref. [31] Present Ref. [65] Ref. [31] Present Ref. [65] Ref. [31] Present

-0.25 4.674 3.913 5.902 14.335 4.288 0.765 5.567 21.826 0.217 7.152 1.1969 0.602 5.563 1.8262
-0.2 4.307 3.367 5.513 13.513 4.256 1.457 4.785 21.548 0.632 6.886 1.1284 0.582 7.488 1.8030
-0.1 4.091 1.258 3.413 13.272 4.360 2.049 2.316 21.719 0.235 4.890 1.1084 0.341 5.075 1.8168
0 4.062 1.675 0.258 13.194 4.282 7.939 0.176 21.627 0.272 1.752 1.1014 0.520 3.075 1.8080
0.1 3.838 4.687 3.005 12.844 4.101 6.060 2.053 21.238 0.690 1.417 1.0728 0.327 1.329 1.7758
0.2 4.236 6.557 5.205 12.796 4.181 8.216 4.702 20.522 0.655 3.677 1.0689 0.379 1.200 1.7162
0.25 4.289 6.670 5.568 13.524 4.341 8.620 5.535 20.616 0.903 4.214 1.1295 0.099 2.024 1.7239

which proves the accurate preservation of the total thermal balance between the emanating surface of the hot sphere and 
the absorbing surfaces of the cold cubic container.

We now present the qualitative characteristics of the simulated steady-state flow in terms of the iso-surfaces of the λ2
criterion [66] corresponding to the outermost surface of the vortical structures evolving in the flow. The value of λ2 = −0.1
was chosen for visualization purposes in accordance with the works of [67,31]. The iso-surfaces presented in Fig. 19 are 
in good agreement with the corresponding data presented in [31]. Noticeably, in agreement with the observations made in 
[31], the flow vortical structures are symmetric relative to the X − Z and Y − Z centerplanes and to both main diagonal 
planes of the cubic container. A large circumferential convection cell located close to the top boundary of the cube is clearly 
recognizable for the entire range of Ra and κ values. For negative κ values, the convection cell acquires a mushroom-like 
shape, while for positive values of κ the convective cell acquires a torus shape, as was reported in [31].
K. Goncharuk, O. Oshri and Y. Feldman Journal of Computational Physics 487 (2023) 112148
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Fig. 19. Iso-surfaces of the λ2 criterion.
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Fig. 20. Hot internal sphere of radius Ri placed within a cold outer sphere of radius Ro – physical model. The two spheres are placed within a cold cubic 
container in accordance with the formalism of the IB method.

3.6. Natural convection between two concentric spheres

The natural convection within a spherical shell confined by hot and cold spheres of radii Ri and Ro , respectively, is 
examined. The surfaces of the hot and cold spheres are held at constant temperatures θc and θh , respectively. According to 
the formalism of the IB method, the simulations were conducted on a uniform structured grid, and therefore both spheres 
were placed at the center of the cubic cavity, although the domain of interest is restricted to the region confined by the two 
spheres (see Fig. 20). The container walls were held at a constant cold temperature θc . The distance between the surfaces 
of the outer and inner spheres, L, was used to normalize the length scales. An additional non-dimensional parameter 
determining the geometry of the configuration under consideration was φ = Ri/Ro . The dimensions of the cubic container 
were chosen in such a way that at least 10 grid points separated the container walls from the surface of the external sphere, 
so as to facilitate an adequate adjustment of the flow between them.

We then set the values of Ra = 4.6 × 104 to enable us to perform an analysis of the slightly supercritical flow developing 
within the spherical gap characterized by the value of φ = 0.774. The bifurcated flow regime is characterized by complex 
multi-cellular dynamics in the form of either pulsating or traveling waves, as detailed in [68–70,31]. Figs. 21 (a) and (b) 
present a snapshot of the contours of the radial velocity ur interpolated onto the mid-sphere surface between the hot and 
the cold spheres. The obtained results are in excellent agreement with those reported in [70], which used linear stability 
analysis to predict that the traveling wave instability sets in at Racr = 3.9562 × 104 and is characterized by a wave number 
of m = 10 of the leading eigenmode. In that study, the critical value of the angular frequency for this regime was found to 
be ωcr = 0.389.6 This value is in excellent agreement with our results, which for the slightly supercritical flow simulated for 
Ra = 4.6 × 104 predicted a traveling wave solution characterized by a wave number of m = 10 and a value of wcr = 0.387
for the angular frequency. Note that the value of the angular frequency of the flow can be obtained simply by dividing by 2 
the value of the angular frequency of the time evolution of the Nusselt number, Nuo averaged over the surface of the outer 
sphere, as presented in Figs. 21 (c) and (d) (see e.g. [31,68]).

3.7. Memory consumption and time step and scaling

To further evaluate the efficiency characteristics of the solver developed in this study, we examined the way in which 
the memory consumption and the duration of a single time step scale with the total number of Lagrangian points, Ns and 
with the total number of grid points, Ng . All the characteristics were obtained on a standard Linux server having 128 GB 
DDR3 shared memory and 2 Intel Xeon 12C processors, 24 threads each (48 threads in total). Shared memory openMP 
parallelization was used. The data was acquired for the grid resolutions starting from 503 and ending with 3003 grid points 
when simulating natural convection flow developing between two concentric spheres for the values of Ra = 4.6 × 104 and 
φ = 0.714 (see Figs. 22-(a) and (b)), and the 3D lid-driven cavity flow with a sphere of diameter 0.4L placed in the cavity 
center for Re = 400 (see Figs. 22-(c) and (d)). For the first configuration, the number of Lagrangian points varied from 
10,039 points for the coarsest grid resolution to 371,121 points for the finest grid resolution of the Eulerian grid. For the 
second configuration, the number of Lagrangian points varied from 491 to 17,675 points for the coarsest and the finest grid 

6 The value of ωcr = 92.5 reported in [70] was divided by (Pr/Ra)0.5 for fitting the scaling of the current work.
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Fig. 21. Characteristics of the periodic natural convection flow developing between two concentric spheres for the values of Ra = 4.6 × 104 and φ = 0.714.

resolutions, respectively. In both cases the number of Lagrangian points was dictated by the necessity to preserve the same 
spacing for the Eulerian and Lagrangian grids.

For natural convection flow, the memory consumption and the time step duration scale as N1.09
s and N1.37

s , respectively, 
with the total number of Eulerian points, Ns , as follows from Fig. 22-(a). Maximum values of about 17 Gb RAM and 6 s of 
memory consumption and duration of the time step, respectively, were obtained for the finest 3003 grid resolution. Remark-
ably, the memory consumption and the time step duration scale as N0.72

g and N0.91
g , respectively, with the total number of 

grid points, as follows from Fig. 22 (b). The obtained result is not surprising, since for the equally spaced grids the total 
number of Eulerian grid points scales as 	x1.5 to the total number of Lagrangian grid points, in keeping with the corre-
sponding exponent values of Ns and Ng . Note that the same trend is also observed for the lid-driven cavity configuration, 
for which the ratio between the corresponding exponents of Ns and Ng is also maintained at 1.5 (see Figs. 22-(c) and (d)). 
At the same time, there are two clearly observed differences between the corresponding efficiency characteristics typical 
of the two configurations. First, for the natural convection flow, the slopes characterizing the power law functionality of 
the memory consumption and the time step duration are different, while for the lid-driven cavity flow the two slopes are 
nearly the same. Second, the exponent values characterizing the time step duration scaling typical of the natural convection 
configuration are lower compared to the corresponding values obtained for the lid-driven cavity flow. The first difference 
can apparently be attributed to the fact that for the natural convection flow the time duration step consists of the sum of 
the times required for the solution of both the energy and the NS equations, while for the lid-driven cavity flow the time 
duration step includes only the time required for the solution of the NS equations. The second difference can be explained 
by the fact that the natural convection configuration is characterized by an order of magnitude higher number of Lagrangian 
points, Ns , and is thus advantageous for strong scaling by the currently utilized openMP parallelization. In general, the up-
per limit of the exponent value characterizing the scalability of the developed approach as a function of the Eulerian and 
25
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Fig. 22. Memory consumption and duration of a single time step as a function of the number of points on the surfaces of both spheres, Ns , and the total 
number of grid points, Ng obtained when simulating: natural convection flow developing between two concentric spheres for the values of Ra = 4.6 × 104

and φ = 0.714 (a-b); or lid-driven cavity flow within a cube with an embedded sphere of diameter 0.4L placed at the center of the cavity for the value of 
Re = 400 (c-d).

Lagrangian grid points is limited to 1.6, which is close to the O (N4/3) complexity of the original solver [2], not upgraded 
with the IB capability; this indicates the high efficiency of the currently developed approach.

3.8. Future potential of the developed methodology

Adapting the developed IB methodology to the simulation of incompressible flows in the presence of non-stationary 
immersed bodies (e.g., moving boundary and two-way coupled FSI configurations) is a promising direction that has yet to 
be developed. The key idea is to exploit the fact that the Poisson-body forces system of Eqs. (13) constitutes a regularized 
saddle point problem in which the non-zero matrix C and its inverse C−1 can be approximated as C = − 1

2 I and C−1 = −2I, 
respectively. As a result, the order in the Schur complement decomposition of the system of Eqs. (13) can be switched to 
proceed first with finding the pressure corrections field and then to continue with obtaining a solution for the Lagrangian 
force corrections field as:{

p ′ = (L + 2BT B)−1(R H S p′ + 2BT R H SF′),

F′ = 2(Bp′ − R H SF′).
(22)

Note that for the above formulation the matrix (L + 2BT B) can be rebuilt very rapidly, as only BT and B need to be updated 
and multiplied in each time step. The updating of the above matrices is “embarrassingly” parallel and can be conveniently 
implemented by employing either distributed or shared parallelization, while the multiplication of the two matrices can be 
implemented by employing the standard routines of any available linear algebra (e.g. LAPACK) library. The drawbackof the 
above formulation derives from the fact that in this case the matrix-vector product of the operator (L + 2BT B)−1 cannot be 
implemented by the available solvers of Laplace or Helmholts equations, which implies the necessity to develop a solver 
specifically dedicated to the solution of system (13). This development will require an in-depth investigation of the structure 
and properties of the above operator and is currently under investigation by us.

4. Conclusions

In this study, a new implicit formulation of the IB method, based on the SIMPLE algorithm adapted for coupling between 
velocity, pressure, and Lagrangian forces was developed. In this methodology, the pressure and Lagrangian forces fill the role 
of the DLMs imposing the incompressibility and the kinematic no-slip constraints, respectively. The developed methodology 
26
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Table A.12
Sequence of operations for proceeding by a single time step.

1. Initialize the velocity un,n−1 and pressure pn fields with initial values or use them from the previous time steps.
2. Calculate the intermediate velocity field by solving the momentum equation and the values of the velocity and pressure 

fields from the previous time steps:
3u∗−4un+un−1

2�t = −∇pn + 1
Re ∇2u∗ − (u · ∇u)n .

3. Calculate the pressure correction term by employing the continuity equation and solving the Poisson equation: 
∇2 p′ = 3

2	t ∇ · u∗ .
4. Calculate the velocity correction field: u′ = − 2

3 	t∇p′ .
5. Proceed to the next time step by assigning pn+1 = pn + p′ , un+1 = u∗ + u′ .

formulates the Poisson-body force system of equations constituting the regularized saddle point problem, the solution of 
which yields coupled fields of pressure and Lagrangian forces corrections. The corrections are then used to obtain the 
velocity field, which simultaneously meets the incompressibility and the no-slip constraints.

A physically justified approximation of the Poisson-body force system of equations was developed. On the one hand, the 
structure of the approximated Poisson-body force system of equations resembles that obtained when applying the penalty 
method. On the other hand, in contrast to the penalty method, which relaxes a constrained problem by solving a series 
of unconstrained problems with a gradually decreasing penalty parameter, the approximated Poisson-body force system is 
an a priori-constrained, albeit approximated, system. The approximated Poisson-body force system was solved by a direct 
solver for the 2D configuration and by an iterative BiCgStab solver for a number of realistic 3D configurations. The BiCGStab 
algorithm was applied to the Schur complement of the top left block of the Poisson-body force system constituting the 
Laplace operator. The very structure of the Schur complement, provided a high convergence rate (no more than three 
iterations at any time step) of the BiCGStab algorithm.

The methodology developed in this study extends the state-of-the-art toolbox of available semi- and fully implicit IB 
methods. The method was successfully verified by applying it to the analysis of a number of representative 2D and 3D
shear- and thermally driven confined steady-state and supercritical flows. The efficiency of the method was quantified 
by means of scaling its time step and memory consumption characteristics. In light of the fact that the Poisson-body 
forces system of equations constitutes a regularized saddle point problem, the potential of the developed methodology in 
its further adaptation to the simulation of moving boundary and two-way coupled FSI configurations is discussed, and a 
number of promising directions worthy of further research are opened.
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Appendix A. Brief description of the SIMPLE algorithm

The SIMPLE algorithm [37] is a widely used numerical method for solving incompressible NS equations. The algorithm is 
based on a pressure-correction approach, in which the velocity and pressure fields are iteratively corrected until a converged 
solution is obtained. The SIMPLE algorithm has been successfully applied to a wide range of problems in fluid dynamics. The 
sequence of operations of the algorithm for proceeding by a single time step in order of execution is summarized in Table 1. 
Note that a number of iterations can be required to provide a divergence-free velocity field up to a given precision prior to 
proceeding to the next time step. In this case, the Steps 2-5 should be reiterated, while Step 2 uses the updated pressure 
field to recalculate the predicted velocity u∗ and this, in turn, is used in Step 3 to recalculate the pressure correction field 
p′ . See Table A.12.
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Appendix B. Interpolation and regularization operators

Following the formalism of the originally developed IB method [3], the surface of the immersed body is determined by a 
set of Lagrangian points not necessarily coinciding with an underlying Eulerian grid on which the continuity, NS, and energy 
equations are discretized and solved. For this reason, two adjoint operators, namely, the interpolation operator I and the 
regularization operator R, are introduced. The interpolation operator I interpolates the Eulerian velocities and temperatures 
on the Lagrangian points, whereas the regularization operator R smears the Lagrangian volumetric forces and heat fluxes to 
the neighboring Eulerian grid. The interpolated velocities and temperatures are then used in the equations responsible for 
imposing the kinematic constraints of no-slip and prescribed temperature, respectively. The smeared volumetric forces and 
heat fluxes are, in turn, introduced as sources into the corresponding NS and energy equations.

Both the interpolation and the regularization operators used in this study utilize the discrete Dirac delta function pro-
posed by Roma et al. [16]:

δ(r) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1
6	r

[
5 − 3 |r|

	r −
√

−3
(

1 − |r|
	r

)2 + 1

]
for 0.5	r ≤ |r| ≤ 1.5	r,

1
3	r

[
1 +

√
−3

( |r|
	r

)2 + 1

]
for |r| ≤ 0.5	r,

0 otherwise,

(B.1)

where 	r is the cell width in the r direction. This delta function has a compact support (only three grid cells in each 
direction), and obeys five basic rules (see Ref. [16] for additional details), which provide proper smoothness and conservation 
of the smeared/interpolated fields and makes the delta function applicable for the use on staggered grids. However, these 
rules can be met exactly only when the delta function is applied to equally spaced Eulerian grids and Lagrangian markers, 
while violation of these rules may result in increased stiffness of the interpolation and regularization operators.

The regularization and interpolation operators are defined as convolutions of the corresponding smeared or interpolated 
function with two- or three-dimensional discrete Dirac delta functions:

R(Fk(Xk),Qk(Xk)) =
∫
S

(Fk(Xk),Qk(Xk)) · δ(xi − Xk)dV k
S , (B.2a)

I(u(xi), θ(xi)) =
∫
�

(u(xi), θ(xi)) · δ(Xk − xi)dV�i , (B.2b)

where dV k
S corresponds to the finite volume of the thin shell surrounding the kth Lagrangian point of the immersed body 

surface and dV�i corresponds to the ith finite volume of the Eulerian grid. Note that to provide the best accuracy of the 
results, the two finite volumes should be close to each other.

Appendix C. Supplementary material

Supplementary material related to this article can be found online at https://doi .org /10 .1016 /j .jcp .2023 .112148.
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